Statistics 312 – Uebersax   
10 - Grouped Data – Hypergeometric Distribution – Poission Distribution

1. Analysis of Grouped Data

Grouped Data (frequency table or frequency distribution)

Often it is more convenient to summarize data as a table of frequencies than to list individual values.  (E.g., A million data points could be summarized as a set of 10 or fewer frequencies).  This applies most often when the variable (X) is discrete and has only a few possible values.

Example

Number of Household Members in San Luis Obispo.  (We'll assume a maximum of 6)

Original Data:  1, 2, 6, 2, 1, .... [i.e., a total of 10,000 responses (10,000 households)]

	Row

(i)
	How many People Live in Household?

(x)
	Frequency

(f)

	1
	1
	3324

	2
	2
	2770

	3
	3
	1939

	4
	4
	1385

	5
	5
	554

	6
	6
	28

	
	Total
	10000


Above we've reduced all the information contained in 10,000 observations to a table with only 6 numbers (the frequencies in column 3).

We can also calculate the mean (average), variance, and standard deviation directly from grouped data.

The formula for the mean is:
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Summation in both cases is over i, that is, the rows or frequenices.  Combining the two equations above we get:
	
	∑i  fi xi
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The formula for the variance is:
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Again, summation is over i (rows).
and the population standard deviation is the square root of the above.

(for  sample variance/standard deviation, use n – 1 instead of n.​)

Example: 

	Household

Size 

(x)
	Response

Frequency
 (f)
	f × x
	x - mean
	f × (x - mean)^2

	1
	3324
	3324
	-1.316
	5755.8

	2
	2770
	5540
	-0.316
	276.4

	3
	1939
	5817
	0.684
	907.4

	4
	1385
	5540
	1.684
	3928.1

	5
	554
	2770
	2.684
	3991.2

	6
	28
	168
	3.684
	380.0

	Sum
	10000
	23159
	
	15239.1


	Mean
	2.3159

	Variance
	1.5239

	Standard deviation
	1.2345


Above we had a discrete variable (number of people in a household); but we can do the same thing with a continuous variable (e.g., income) by mapping continuous values into bins or ranges.  We then use the midpoint of each range as x.

2. Hypergeometric Distribution

The Hypergeometric distribution is used instead of the binomial distribution for a certain class of problems.  Why and when we use one or the other relates to the issue of sampling with or sampling without replacement.

To understand what the difference is, we return to the ball-and-urn paradigm.  
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Sampling with replacement:

Suppose we have an urn with 3 red and 7 black balls.  We draw two balls, one at a time, replacing the first one after we draw it.  What is the probability of drawing 2 red balls in 2 tries?

Answer:  the probability drawing a red ball is exactly the same each time, so the joint probability (drawing two red balls) is:

Pr(red on 1st draw) = 3/10 = .3

Pr(red on 2nd draw) = 3/10 = .3

Pr(2 reds in 2 draws) = .3 × .3 = .09

Sampling without replacement:

But if we do not replace the first ball after drawing it:

Pr(red on 1st draw) = 3/10 = .3

Pr(red on 2nd draw, given 1st ball is red) = 2/9 = .2222

Pr(2 reds in 2 draws) = .3 × .2222 = .067

And extending this reasoning, the probability of drawing 3 red balls in a row,

without replacement is:

3/10 × 2/9 × 1/8

and the probability of drawing four red balls in a row is by definition 0.

The issue is that when we do not place balls back in the urn after drawing them, the outcome probabilities of later draws are affected by the previous outcomes.  The events are not independent.

The binomial distribution assumes that all trials have the same outcome probabilities (e.g., coin-flipping).  We use the hypergeometric distribution in cases when this assumption is violated.

Hypergeometric Experiment: A hypergeometric experiment satisfies three conditions:

1. Finite population of size N
2. Population contains A successes and (N – A) failures

3. Random sample of size n is taken

The hypergeometric distribution for obtaining:

· x successes 

· out of n observations

· from a population of size N, 

· that has A successes

is calculated as follows:
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Example. A batch of 12 silicon wafefrs has 3 that are nonconforming to specs.  If four wafers are selected at random, find the probability that exactly 1 is nonconforming.
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 = 0.5091

Calculating the hypergeometric distribution in Excel:

HYPGEOM.DIST(sample_s uccesses, sample_size, population_successes, population_size, cumul)

cumul = 0, noncumulative distribution

cumul = 1, cumulative distribution

Example: HYPGEOM.DIST(1, 4, 3, 12,0) = 0.50909

Note: the period (.) in HYPGEOM.DIST is important!
Mean of hypergeometric distribution:
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Standard deviation of hypergeometric distribution:
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Read pp. 158–161, Prob 4.24, 4.25, 4.27a–e

See video:

http://www.youtube.com/watch?v=FAIeHRe-yAA
3. Poisson Distribution

The Poisson distribution is a discrete probability distribution that expresses the probability of a given number of events occurring in a fixed interval of time, if these events occur with a known average rate and independently of each other.  It can also be used for the number of events in other specified intervals such as distance, area or volume.

Watch: Khan Academy video:

http://www.youtube.com/watch?v=3z-M6sbGIZ0
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